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n  Evolving Graph Structure Learner (EGL)

Results

Time series forecasting is a ubiquitous problem in practical scenarios. 
By modeling the evolution of the states or events in the future, it 
enables decision-making and plays a vital role in numerous domains, 
such as traffic, healthcare, and finance. 
Recent studies have shown great promise in applying graph neural 
networks for multivariate time series forecasting, where the 
interactions of time series are described as a graph structure and the 
variables are represented as the graph nodes. Along this line, existing 
methods usually assume that the graph structure (or the adjacency 
matrix), which determines the aggregation manner of graph neural 
network, is fixed either by definition or self-learning.  However, 
1. The  in te r ac t ions  o f  v a r i a b l e s  c a n  b e  d y n a mi c  a n d      

evolutionary in real-world scenarios.
2. The interactions of time series are quite different if they are 

observed at different time scales. 

To equip the graph neural network with a flexible and practical graph 
structure, in this paper, we investigate how to model the evolutionary 
and multi-scale interactions of time series. 

When we propose to take a further step and address the two problems 
above, three challenges are faced: 
1. The evolving graph structure is not only influenced by the current 

input but also strongly correlated to itself at the previous time step. 
The recurrent construction manner has been rarely discussed. 

2. Generating the graph structure for each time step to model the 
evolution through existing self-learned methods would bring too 
many parameters ,  which resul ts  in  diff icul ty  for  model 
convergence. 

3. It is a nontrivial endeavor to capture the scale-specific graph 
structure among nodes due to the excess information and messy 
relationship behind it.

n Update the node representation �  with GRU:

n Init hidden state of GRU:

n Aggregate the features of each segment:

n Derive the graph structure:

We design an EGL to extract dynamic correlations 
among variables, which is the highlight of our work. This 
module both considers the dependency with the current 
input values and the graph structure at last time step, 
which could be formulated under a recurrent manner.

n Scale-specific EGL
The dependency among variables not only evolves over time but also varies on 
different time scales. In addition, the evolving patterns of the graph structure are 
also not the same at different time scales. Thus, we utilize the scale-specific 
evolving graph structure learner to discover correlations among variables for the 
specific scale level. 

n Temporal Convolution Module

n Evolving Graph Convolution Module

information selection:

n Mix-hop propagation

information propagation:

n Fed into mix-hop propagation layer with its corresponding adjacency matrix

Overview:The multivariate time 
series is first fed into a MLP to obtain 
the initial representation, and the 
stacked multi-scale extractors follow. 
Each extractor is made up of three 
c o m p o n e n t s .  T h e  t e m p o r a l 
convolution module is utilized to 
capture multiscale representations on 
the temporal dimension. The output of 
the evolving graph structure learner is 
a series of adjacency matrices  which 
are fed into the graph convolution 
module to model the evolutionary 
correlations among time series. skip 
connection is utilized to deliver the 
information to the final output.

Formulation

n Multivariate Time Series Forecasting
n The time series with �  variables :

n Given a look-back window � :

Single-step forecasting :

Multi-step forecasting :

Datasets & Setup

n Case Study: Verify the Effectiveness of EGL

We conduct detailed experiments on six popular 
real-world datasets. Brief statistical information is 
listed in Table 1. 

We utilize two groups of evaluation metrics for the 
different forecasting tasks. For the single-step 
prediction, Root Relative Squared Error (RSE) and 
Empirical Correlation Coefficient (CORR) are 
selected. The multi-step prediction tasks are 
evaluated by Root Mean Squared Error (RMSE), 
M e a n  A b s o l u t e  E r r o r  ( M A E ) ,  E m p i r i c a l 
Correlation Coefficient (CORR). The lower value 
indicates better performance for all evaluation 
metrics except CORR. 

n Comparison With Baselines

n Ablation Study
Table  4  show tha t  a l l 
components contribute to 
the final state-of-the-art 
results to a certain extent.

ESG outper forms the 
methods using only one 
scale information by a 
l a rg e  m a rg i n ,  w h i c h 
indicates the superiority 
of fusing the multi-scale 
representations to make 
the final prediction. 

n The evolutionary correlations
1) In Figure 5(c)，before 16:30, station 166 and station 141 have a strong 
correlation with each other. However, after 16:30, station 141 remains stable 
but station 166 fluctuates dramatically. The fact that the correlations evolve 
from high to low is well captured by the adjacency matrices.

2)The evolutionary correlation  captured by the adjacency matrices between 
station166 and station 217  rises in the beginning and falls in the end, which 
is also consistent with the fact shown in Figure 5(c).

n The correlations at different observation scales
In Figure 5(d) , the values in the adjacency matrix at the scale 1  A(1,6) tend to 
be highly polarized, which indicates the short-term dependency of the stations 
is more likely to differ from others.  However, at the last scale, the more 
average values in the adjacency matrix A(3,1) clarify that the 4 time series 
possess the same pattern from the long-term view. 

The two case studies above offer us a strong support to verify that the 
evolving and multi-scale correlations among multivariate time series are well 
captured by ESG.

scale 1 scale 3


